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Abstract

Slight but regular changes in Earth’s orbit paced the rhythm of recurring ice age climate cycles that define the Quaternary
period, and from detailed reconstructions we now understand that many of these changes were mediated by climate/carbon
cycle feedbacks that changed the concentration of greenhouse gasses (GHGs) in the atmosphere to warm and cool the planet.
Among the various GHGs the strongest effect came from changing atmospheric carbon dioxide (CO2), as supported by an
expanding body of available reconstructions. Reconciling the orbital and CO2 theory is an open challenge for researchers of
Quaternary climate change, and a significant opportunity to improve projections of future carbon cycle feedbacks in response
to anthropogenic climate change.
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Key points
• Part 1 summarizes the role of the greenhouse effect in the Earth System.

• Part 2 surveys reconstructions of CO2 and other greenhouse gasses.

• Part 3 reviews hypotheses on the role of CO2 in shaping Quaternary climates.

Introduction—The greenhouse effect

When our Sun shines on a greenhouse here on Earth the energy contained in its sunlight heats up the soil, plants and water inside
but the glass prevents the warm air and moisture from escaping. Just as our greenhouse warms up at sunrise it cools down as the sun
sets, because it radiates more heat into the environment once hot. The effect of water in this system is twofold: heating and
evaporating water requires a great deal of energy input so as to slow down the heating and cooling of the greenhouse through the
cycle of the day, but the water vapor also traps the heat radiated by soil and plants akin to the effect of the glass. If you set a dry and a
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wet glass jar into the midday sun, the dry one heats up quicker but the wet one gets hotter–because the water vapor acts as a
heat-trapping greenhouse gas (GHG). These same concepts also apply to our Earth as a whole, with the daily cycle remaining similar
from week-to-week and year-to-year but changing season-to-season and over millennia along with Earth’s orbit around the Sun.
All these factors act together to yield the variable climates on Earth.
Earth’s energy balance and surface temperature

Nuclear fusion reactions within the Sun produce about 383 million billion billion Joules of thermal energy every second
(383 � 1024 W; S0), but that heat cannot be moved (conducted or advected) away though space and thus accumulates to heat
up the Sun to make it glow, shine and burn—the emission of sunlight includes long-wave thermal radiation that we feel when we
face it, short-wave radiation that is visible to our eyes, as well as ultra-violet (UV) radiation that gives sunburn. Earth circles the Sun
at a distance of about 150 billion meters (1 AU; dSE) and intercepts a tiny fraction of total sunlight, proportional to the ratio of
Earth’s cross-section area (Acs) to the area of the sphere centered on the Sun and extending to Earth’s orbit. Hence, Earth receives a
total radiative energy flux (Rsolar) of about 173 million billion Joules per second (173 � 1015 W ¼ 173 PW), which corresponds to
an average of 341 W per square meter of Earth surface:

Rsolar ¼ S0 � Acs

Ad
¼ 173PW ¼ 341

W
m2 � As ¼ Rabsorbed + Rreflected (1a)

Rabsorbed ¼ 1 − að Þ � Rsolar (1b)

The three types of solar radiation have different fates when reaching Earth (Fig. 1, yellow arrows): (1) almost all of the UV light is
absorbed by the ozone layer in Earth’s stratosphere, never to reach the surface, (2) visible light passes through air but much of it is
scattered and reflected back to space by water droplets, ice and dust, never to be absorbed by Earth, and (3) a portion of thermal
radiation passes through the atmosphere to heat up Earth’s surface while the majority of the Sun’s long-wave radiation excites
vibrations of air molecules hence absorbing the incoming radiation, which therefore never reaches the surface. That is, in net, 30%
of sunlight is reflected (albedo; a¼0.3), 23% is absorbed by and heats-up the atmosphere, and 47% is absorbed by and heats-up the
solid Earth surface, respectively corresponding to total fluxes of 52PW, 40PW and 81PW, or specific fluxes averaged over the entire
Earth surface area (As) of 102 W/m2, 78 W/m2 and 161 W/m2 (Trenberth et al., 2009).

Other natural energy sources to Earth include geothermal heating from the Earth interior (about 46TW, 0.1 W/m2), the potential
energy of space particles absorbed by Earth (0.6 GW, �0 W/m2) and gas-loss to space (>0.4 GW, �0 W/m2). Estimates of
contemporary heating from primary energy use from fossil fuel and nuclear sources by humans is about 17 TW (0.03 W/m2) or
about one third of the natural geothermal heat flux, and thus heating by Sun today (239 W/m2 absorption by atmosphere and
surface) is about 1800-times higher than heating from below (0.13 W/m2). At a global mean temperature (GMT) of 13.9 �C for the
20th century the Earth surface transfers 97 W/m2 of heat to surface air and emits 396 W/m2 long-wave radiation upwards, of which
only about 22 W/m2 reaches space directly while 374 W/m2 is absorbed by clouds and greenhouse gasses (Fig. 1; surface fluxes).
That is, the atmosphere receives a total of about 550 W/m2 energy input from above and below, causing it to heat up and emit
217 W/m2 of long-wave radiation upward to space and 333 W/m2 back down to the Earth surface (Fig. 1; atmospheric radiation).
That is, surface GMT and atmospheric temperatures are tightly coupled by large energy exchanges, with the surface acting as a net
receiver and the atmosphere acting as a net emitter of radiation. The special role of atmospheric gasses in blocking surface radiation
while themselves emitting radiation to space is revealed by the spectrum of Earth’s outgoing radiation under clear sky conditions
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Fig. 1 Overview of energy fluxes in the climate system, separating (left) incoming solar radiation, (center) upward surface energy fluxes to the atmosphere and
space, and (right) long-wave radiation from the atmosphere to space or back to the surface. Most of the total 341 W per square meter (Wm−2) incoming solar
radiation is absorbed by Earth’s ocean and land surface, but 30% are reflected by clouds and surface and 23% are absorbed in the atmosphere by ozone (O3), dust
and smoke particles. The surface loses energy by evaporation (blue), direct conduction of heat (red) and long-wave electromagnetic radiation (black), some of
which directly escapes to space but most is absorbed by clouds and greenhouse gasses (GHGs) in the atmosphere. As such the atmosphere receives on average
78 Wm−2 of energy from Sun and from 471 Wm−2 from Earth’s surface, and under cloud-free conditions the GHGs emit 108 Wm−2 upward to space as well as
229 Wm−2 back down towards Earth surface (Zhong and Haigh, 2013). Ice crystals and water droplets of clouds also emit radiation upward and downward,
which we estimate as 109 Wm−2 and 104 Wm−2 respectively by subtracting the clear-sky GHG energy fluxes from the atmosphere’s total energy budget (Trenberth
et al., 2009). The net effect of these fluxes is that the atmosphere blocks surface radiation to space and returns most of that energy back to Earth so as to
maintain surface temperatures that are warmer than if Earth had no atmosphere–the greenhouse effect.
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Fig. 2 The effect of greenhouse gasses (GHGs) on Earth’s longwave radiation to space under clear-sky conditions (gray shaded area); where the y axis is the
radiative flux per spectral wavelength shown on the top axis. The color coded curves indicate the ideal emission spectra at different temperatures, with the red
curve representing the emission spectrum at typical Earth surface temperatures of 287 K (14 �C, 57 �F). That is, without GHGs Earth’s radiation to space would
increase by as much as the area with yellow shading. One fair description is that GHGs “take a bite” out of Earth’s surface radiation to cause the greenhouse
effect. The molecular motion of GHGs that cause this absorption leave a characteristic spectral fingerprint, shown schematically. The long-wave emission of Earth to
space in the specific GHG spectral absorption bands originate from the GHGs, but emitted at low temperature high up in the atmosphere’s tropopause and
stratosphere (�225–250 K) rather than at surface temperature.
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(Fig. 2), where the surface would be expected to emit a spectrum corresponding to a temperature of about 14 �C (287 K; i.e., GMT)
but the actual radiation reaching space (gray shading in Fig. 2) is emitted by atmospheric constituents at relatively low atmospheric
temperatures.

Because gross and net material energy exchange with space and internal sources (QEarth) are insignificant, Earth will be in
radiative imbalance (positive DR means surplus energy input) until it is heated up and warmed enough to emit long-wave thermal
radiation to space (REarth)—at which point Earth reaches radiative balance (DR ¼ 0) and has established its stable radiative
equilibrium temperature.

Rsolar + QEarth − REarth ¼ DR (2)

dGMT
dt

¼ DR
CP

(3)

In this simplified formulation of Earth’s energy budget the rate of warming (dGMT/dt) increases with radiative imbalance but
decreases with the heat capacity (CP) of Earth’s surface environment. For example, 1 W/m2 radiative imbalance (0.5PW) would lead
to a warming rate of 0.2 K per year if we assume the heat capacity of the �50 m ocean surface mixed layer (CP ¼ 7.6 � 1022J/K) or
0.2 K per decade if we assume the heat capacity of upper ocean (upper 500 m; CP ¼ 7.6 � 1023J/K). This is broadly consistent with
the observed rate of ongoing global warming and the fact that the upper ocean has absorbed almost all of the energy from the global
heating that drives the warming (Intergovernmental Panel on Climate Change, 2023).

Based on the IPCC AR6 estimated range of Earth’s equilibrium climate sensitivity (ECS range from 2.5 K to 4 K of warming per
3.7 W/m2 radiative forcing; Sherwood et al., 2020; Intergovernmental Panel on Climate Change, 2023) we should expect REarth to
increase by 0.9–1.5 W/m2 for every 1 �C of surface temperature rise. That is, starting from an initial situation with radiative balance
we can estimate how much GMT needs to change (DGMT) to re-establish radiative balance (DR ¼ 0) for a given persistent radiative
forcing (F). Using the roughly 17TW of fossil-fuel and nuclear primary energy use by humans as an example, the surplus energy
release (F ¼ 0.03 W/m2) would be in radiative balance after the upper ocean was heated by 26 million PJ and GMT has warmed by
about 0.034 �C-but this small change from primary energy use does not yet include the anthropogenic greenhouse effect, where a
sustained doubling of atmospheric CO2 over Holocene levels (F ¼ 3.7 W/m2) should lead to 2.5 K to 4 K of equilibrium climate
warming.

DGMTF ¼
Z
F

DR
CP

dt ¼ ECS � F (4)
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Because we kept our formulation simple we can integrate GMT change analytically to find that GMT asymptotically approaches its
new equilibrium temperature, with an e-folding timescale (t) that is proportional to climate sensitivity and heat capacity. That is,
if we assume a 50 m deep ocean surface mixed layer as being heated, the timescale to approach radiative balance is 5 years, but if
we consider the heat uptake by the entire upper ocean, the timescale may be 50 years. Even if we consider the heat capacity of the
entire ocean to take up heat, the timescale is only �400 years.

DGMTF tð Þ ¼
Z t

0

F − ECS � DGMT tð Þ
CP

dt ¼ ECS � F � 1� e
−t
t

� �
(5)

t ¼ ECS � Cp (6)

From this discussion we can see that temperature and climate changes on millennial or longer timescales (relevant to much of
the Quaternary) reflect changes in equilibrium temperature, driven by slowly time-evolving radiative forcing (F). However, this
assumption is not valid for ongoing anthropogenic global heating, because fossil-fuel use has increased much faster than the ocean’s
capacity to absorb the heat from the radiative imbalance caused by the anthropogenic increase in the greenhouse effect. That is,
Earth is currently heating up fast because of a large radiative imbalance.
Greenhouse gasses and climate sensitivity

Dry air is a gas mixture composed of 78% dinitrogen (N2), 21% dioxygen (O2), 1% argon (Ar) and other trace gasses, giving a total
of 1.38 � 1020 mol of N2, 0.37 � 1020 mol of O2, 0.02 � 1020 mol of Ar, and total mass of 5.15 � 1018 kg. These gasses are well
mixed in the atmosphere yielding constant mixing ratios in space. It takes about 20 Joules (J) of energy to heat up 1 mol of ideal
diatomic gas at constant pressure by one degree Kelvin, the isochoric heat capacity (cp), with ⅗ of that energy accelerating random
molecular movement in three-dimensional space and another ⅖ accelerating two degrees of rotation of these molecules. That is, to
heat Earth’s entire atmosphere by one degree Kelvin requires about 3.5 � 1021 Joules, corresponding to less than 5% of the total
heat capacity of the 50 m surface layer of the ocean.

dE
dT

� �
p

¼ Cp ¼ cp �Natm ¼ 5
2
R �Natm ¼ 20

J
mol � K � 1:773� 1020mol ¼ 3:5� 1021

J
K

(7)

Water vapor (H2O) in the atmosphere plays a special role in Earth’s climate: first because it can change phase between vapor, liquid
and ice, and second because the two hydrogen atoms are prone to vibrate about the central oxygen atom, unlike diatomic gasses.
The total rate of surface evaporation is about 500,000 cubic kilometers of water per year (Trenberth et al., 2009) corresponding to
about 4 � 1016 W (80 W/m2) of surface thermal energy being converted to latent heat contained in the water vapor that is released
to the atmosphere–a very large flux compared to the heat capacity of the atmosphere. This is because air can hold about 2% H2O at
surface temperature and pressure before condensation occurs, which converts the latent heat of water vapor back to thermal energy
in the atmosphere. The net effect of this hydrologic cycle is to cool the surface by heating the atmosphere where it rains and snows,
but there is no net change in the total amount of energy in the climate system. At any one moment the atmosphere only holds
about 13,000 cubic kilometers of water in vapor form (7 � 1017 mol of water molecules, average concentration 0.4%), but because
of the large latent heat of vaporization (40.8 kJ/mol) the atmosphere’s 2.8 � 1022 Joules of water vapor latent heat content and
transport are critical components of Earth’s weather and climate. All else being equal, higher temperatures increase the amount of
water in the atmosphere.

The second aspect of H2O that sets it apart from the main diatomic gasses of the atmosphere relates to the low energy needed to
make H2Omolecules rotate and vibrate, which moves the two positively charged protons relative to the negatively charged electrons
orbiting the central oxygen atom. As a principle of quantum mechanics each of these vibrational modes can store energy only in
multiples of one specific quanta of energy (DE), corresponding to the resonant frequency of that mode. While the direct effect of
these vibrational modes on the heat capacity of air are small, they can spontaneously emit and absorb photons of electromagnetic
radiation corresponding to their specific vibration energy quanta (Eq. 8, where c is the speed of light and h is Planck’s constant).
In the case of H2O, the highest-energy vibrational modes absorb some incoming long-wave solar radiation–corresponding to
wavelengths (lDE) in the range 0.7–3 mm that would not otherwise vibrate at atmospheric temperature-whereas the lower-energy
rotations and vibrations can effectively absorb all wavelengths of thermal radiation emitted by Earth’s surface (4–50 mm) except for
radiation in the wavelength range 8–12 mm (Fig. 2). This wave band is often referred to as the “atmospheric window” in the Earth’s
greenhouse effect because it lets heat escape. That is, while the amount of rotational and vibrational energy stored in water
molecules is dwarfed by the thermal and latent heat of the atmosphere, it is primarily the emission of long-wave radiation by
atmospheric water molecules and clouds to space that balances Earth’s radiative budget vis-a-vis absorbed solar radiation (Fig. 1).

DE ¼ hc
lDE

, hc
DE

¼ lDE (8)

Other trace gasses in air during the preindustrial Holocene period were relatively stable at 280 parts-per-million (ppm; with
1000 ppm equal to 0.1%) of carbon dioxide (CO2), 800 parts-per-billion (ppb; where 1 ppb is 0.0001%) of methane (CH4),
300 ppb of ozone (O3) concentrated in the stratosphere, and 270 ppb of nitrous oxide (N2O). Of these gasses CO2, CH4 and N2O
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now rise rapidly due to human-caused emissions while O3 declined in the stratosphere as a consequence of chlorofluorocarbon
(CFC) refrigerant release. Just like H2O these gasses have a central atom to vibrate about without stretching the bond-length between
the atoms, and so they can store energy in additional vibrational modes that can get excited by molecule collisions at atmospheric
temperature. For that reason, the isochoric heat capacity of these gasses is greater than that of diatomic gasses, again with an
insignificant effect on the atmosphere’s total heat capacity because of the low concentration of these molecules (<0.5%). However,
and more relevant, these additional vibration modes also absorb and emit photons in the long-wave spectrum, partly overlapping
with absorption and emission of H2O. That is, at some wavelengths CO2, N2O and CH4 can directly exchange photons of energy
with H2O but in the range 8–12 mm range where H2O cannot emit or absorb it is primarily the trace gasses that absorb thermal
radiation from the surface and themselves emit thermal radiation to space (Figs. 1 and 2; Zhong and Haigh, 2013). This latter
radiative effect (DR) can be estimated with spectrally resolved radiative balance models and expressed as simplified functions of the
change in the respective trace gas concentration (Etminan et al., 2016; omitting interaction terms between CO2, CH4 and N2O):

DRCO2 � 5:36
W
m2 � ln

COnew
2

COinitial
2

 !
(9a)

DRCH4 � 0:043
W
m2 �

ffiffiffiffiffiffiffiffiffiffiffiffiffi
CHnew

4

p
−

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
CHinitial

4

q� �
=
ffiffiffiffiffiffiffi
ppb

p
(9b)

DRN2O � 0:117
W
m2 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N2O

new
p

−

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N2O

initial
q� �

=
ffiffiffiffiffiffiffi
ppb

p
(9c)

DRGHG � DRCO2 + DRCH4 + DRN2O (9d)

Increases in CO2, CH4 and N2O all lead to a net positive radiative effect that acts to heat up Earth by blocking outgoing radiation,
and for this reason these gasses are referred to as greenhouse gasses (GHG). That is, like the glass in a greenhouse these gasses
transmit the incoming sunlight but impede the escape of heat to cause the greenhouse effect, a warming “blanket” keeping the
inside above the temperature of the surrounding environment. Water vapor is also counted as a greenhouse gas, indeed accounting
for most of Earth’s natural greenhouse effect (Fig. 1). However, the water holding capacity of air depends strongly on temperature
and atmospheric water concentration therefore cannot change independently from climate. For that reason the water vapor
response to 1 K warming will cause about 1.15 W/m2 positive climate forcing that amplifies the initial warming, which is referred
to as a positive (amplifying) feedback (lH2O); where the symbol lambda is conventionally used to refer both to feedback parameters
in the units of W/m2/K and to electromagnetic wavelength (Eq. 8). Likewise, for each 1 K of warming Earth’s total emissions of
long-wave radiation to space increase by about 3.2 W/m2 according to Planck’s Law (lPlanck), a negative radiative climate forcing
that acts to restore Earth’s radiative balance with space (see Eq. 2). Taken together Planck and water vapor feedbacks suggest that
Earth needs to heat up by 1 K for every 2 W/m2 radiative forcing in order to establish radiative balance with space, but there are other
significant feedbacks that need to be accounted for (Sherwood et al., 2020). These include additional positive feedbacks from
(1) sea ice, snow cover and vegetation changes that reduce Earth’s effective surface albedo with warming (a in Eq. 1b; lsurface), and
from (2) various net-positive cloud feedbacks (lclouds, lother) that increase the sensitivity of Earth’s equilibrium temperature to
radiative forcing at a negative net equilibrium climate feedback. Currently available evidence from theory, models, historical
observations and paleoclimate studies suggests (lECS) is likely between −0.95 W/m2/K and −1.4 W/m2/K (Sherwood et al., 2020).

lECS ¼ lPlank + lH2O + lsurface + lclouds + lother (10)

DGMTECS ¼ ECS � DRGHG ¼ − DRGHG

lECS
(11)

Using anthropogenic greenhouse gas forcing as an example, as of today the direct anthropogenic GHG radiative forcing of higher
CO2, CH4 and N2O is about 2.5 W/m2 (RGHG), Earth surface and atmosphere have already warmed by about 1 K to increase Earth’s
long-wave emissions to space by likely more than 1 W/m2 (lECS). This leaves a residual �1 W/m2 radiative imbalance observed by
satellites, which continuously heats the much larger heat capacity of the upper ocean. That is, if we stabilize greenhouse gasses now
the climate system will continue to heat up by maybe another 1 K before the Earth would be again in radiative balance with space.
If we go further and include slow-acting positive feedbacks from the increase in albedo with atmospheric dustiness (ldust) and from
ice sheet extent (lice) we arrive at the Earth System Sensitivity (ESS, lESS) of �2 K of warming per 1 W/m2 of radiative forcing,
relevant to natural climate changes over the Quaternary period (Fig. 3).

lESS � lECS + ldust + lice (12)

DGMTESS ¼ ESS � DRGHG ¼ − DRGHG

lECS + ldust + lice
(13)

The key consequence of this derivation is that even modest changes in the trace concentration of greenhouse gasses can have a
significant effect on global temperature levels, especially when allowing millennia for the positive feedbacks to unfold. The radiative
forcing from CO2 change (RCO2) dominates anthropogenic climate change, and it appears to have been an important driver of
Quaternary climate change.
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Fig. 3 Key feedback dynamics relevant to the regulation of Quaternary climate. Soon after the discovery of ice ages it was hypothesized that variations in Earth’s
orbit about the Sun were responsible for repeated ice age cycles, a theory formalized by Milutin Milankovitch and colleagues some 100 years ago. In that view,
insolation in the subpolar boreal zone (65�N) is critical for the development of northern ice sheets, which increase planetary albedo, lower global mean temperatures
(GMT) to encourage further ice sheet growth in a positive (+) ice albedo feedback. With the discovery of ice age cycles in atmospheric CO2 we began to realize that
greenhouse gas radiative forcing and Earth’s climate sensitivity are critical components of Earth’s climate system. For example, dust in the atmosphere increases
with cold and dry glacial climate conditions as well with ice sheet grinding of bedrock, and that dust increases Earth’s albedo to exacerbate cooling. Further,
iron-bearing dust fertilizes phytoplankton in the ocean to increase ocean carbon storage and lower CO2, which further cools climate through a positive climate/
carbon cycle feedback. Ocean circulation appears to be another critical component in governing ocean carbon storage and atmospheric CO2 radiative forcing of
climate in a positive feedback, in contrast to land carbon storage and the direct sea level effect of ice sheets that yield negative feedbacks (not shown). This raises
the possibility that orbital forcing directly affected climate and/or ocean circulation to yield climate change driven by ocean storage of CO2 rather than the ice sheets’
albedo effect, in contrast to Milankovitch theory. It remains an open research question how orbital forcing translated into Quaternary climate change. Likewise, the
role of rock weathering in driving Quaternary climate remains uncertain, because weathering is expected to slow with glacial cooling and but increase with
glaciation, yielding negative (−) and positive (+) feedbacks that support the view that long-term tectonic trends caused the bipolar glaciations that define the
Quaternary by changing atmospheric CO2.

6 Greenhouse gas effects on Quaternary climates
Climate-carbon cycle feedbacks

So far we have discussed the effects of greenhouse gas concentrations on Earth’s climate and temperature, but we have not
considered if and why greenhouse gasses would vary in response to climate change (Fig. 3). These are critical questions for our
understanding of the Earth’s natural long-term climate-carbon cycle coupling and below we outline six climate feedbacks that can
affect atmospheric CO2 concentration and radiative forcing (Eqs. 14a–14g):

1. CO2 is more soluble in seawater at lower temperature such that a colder ocean can absorb CO2 from the atmosphere, with about
4% of CO2 increase per degree warming (DT).

2. When ice sheets melt the mass of seawater increases and its salinity decreases so that the ocean can store more carbon, causing
about 7% reduction in atmospheric CO2 per 100 m of sea-level rise (DSL).

3. Carbon storage in forests and soils on land removes carbon from the atmosphere and ocean, with about 1% of CO2 reduction
per 100PgC of land carbon uptake (DCLand).

4. A strengthening in the ocean’s biological carbon pump can remove carbon from the atmosphere, with about 6% CO2 reduction
per 100PgC of additional deep ocean respired carbon storage (DCBP-OM).

5. A strengthening in the ocean’s biological CaCO3 pump stores more carbon in the deep ocean but acidifies the upper ocean to
cause higher atmospheric CO2, with about 6% CO2 increase per 100PgC of additional deep ocean storage of carbon regenerated
by CaCO3 dissolution (DCBP-CaCO3).

6. Any increase in weathering or decrease in pelagic calcification by open ocean plankton results in a alkalinity supply surplus that
raises ocean CaCO3 saturation state, increases the water-depth of the calcite saturation horizon (CSH) and thereby resolves the
initial alkalinity imbalance, with about 1.4% CO2 decrease per 100 m of steady-state CSH deepening (DCSH).

These estimates include the projected secondary feedbacks from ocean carbonate compensation that take about 10,000 years to
fully unfold and are thus relevant to slow modes of Quaternary climate change (Hain and Sigman, 2024). Because all of these
feedbacks cause fractional CO2 change their radiative effects are independent and can simply be added up (Eq. 14a), where a 1%
CO2 increase corresponds to about 0.05 W/m2 of radiative forcing.

DRCO2 � DRT
CO2 + DRSL

CO2 + DRLandC
CO2 + DRBP−OM

CO2 + DRBP−CaCO3
CO2 + DRCSH

CO2 (14a)
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DRT
CO2 ¼ 4%

K
� 0:05W=m2

1%
� DT (14b)

DRSL
CO2 ¼ −7%

100m
� 0:05W=m2

1%
� DSL (14c)

DRLandC
CO2 ¼ −1%

100PgC
� 0:05W=m2

1%
� DCland (14d)

DRBP−OM
CO2 ¼ −6%

100PgC
� 0:05W=m2

1%
� DCBP−OM (14e)

DRBP−CaCO3
CO2 ¼ +6%

100PgC
� 0:05W=m2

1%
� DCBP−CaCO3 (14f)

DRCSH
CO2 ¼ −1:4%

100m
� 0:05W=m2

1%
� DCSH (14g)

Some of these feedbacks are relatively closely tied to climate change. For example, ocean temperature and sea level change are
effectively controlled by Earth’s radiative balance and the hydrologic mass balance of polar ice sheets. Likewise, changing surface
temperature and hydro-climate can cause expansion or contraction of forest biomes and affect the rate of plant and soil organic
carbon turnover, which would drive a change in total land carbon storage (DCLand). In contrast, changes in ocean carbon storage by
the ocean’s biological pump (DCBP) depend on changes in the physical conditions and circulation of the ocean, chemical inputs of
trace nutrients to the polar ocean surface, as well as the dynamic ecosystem responses to these changes. That is, the response of the
biological pump to climate–past or future–is not straightforward and remains a critical target for paleoceanographic reconstructions
(Sigman et al., 2021) and process-based Earth System Modeling (Gottschalk et al., 2019). Similarly, changes in the ocean’s overall
CaCO3 saturation state depend on the impact climate has on continental weathering as well as the biological response of
biologically-controlled CaCO3 production to physical, chemical and biological ocean changes–an area relevant to anthropogenic
ocean acidification research and potential pathways for mitigating anthropogenic climate change (Intergovernmental Panel on
Climate Change, 2023).

Finally, there is another climate-carbon cycle feedback relevant to the Quaternary period, Earth has a negative feedback that
restores the balance between geologic CO2 sources (mainly volcanic CO2 emissions and weathering of organic carbon-rich rock
formations) and CO2 sinks (mainly the weathering of silicate minerals). Because the rate of silicate weathering on land increases
with temperature and net precipitation the Earth System will tend towards the particular atmospheric CO2 level that yields the
climate conditions that allow silicate weathering to match the geologic carbon sources. Hence, silicate weathering acts as a
thermostat setting atmospheric CO2 and climate based on geologic forcing (Walker et al., 1981), and thus it has several
quasi-stable settings which are related to tectonic processes (e.g. seafloor spreading, continental drift and mountain building) or
climate related changes in weathering rate or intensity (e.g., glacial erosion; Fig. 3). However, because of the relatively slow rates of
these geologic fluxes relative to the large carbon inventory of the climate system the negative silicate weathering feedback operates
only on a million year timescale, too slow to cause more than gradual secular trend in atmospheric CO2 over the Quaternary period.
Greenhouse-gas reconstructions

There are three ways to estimate past greenhouse gas concentrations (GHGs) and their radiative climate forcing (RGHG): (1) we can
empirically reconstruct GHGs using direct and indirect approaches, (2) we can use carbon cycle models to project reconstructed
empirical climate and carbon cycle reconstructions, and (3) we can use process-based coupled climate-carbon cycle models (Earth
System Models) to predict CO2 ab initio. Comparing the results of these three approaches helps characterize the uncertainties and
biases in empirical reconstructions, facilitates attribution of GHG change to climate-carbon cycle feedbacks, and challenges our
understanding of the Earth System as a whole.

Empirical reconstructions of GHGs can be obtained either directly from air-bubbles preserved in polar ice sheets or indirectly
from some other sample material that faithfully records a chemical or isotopic signal related to changing GHGs. Unfortunately there
are no “proxy” archives currently known that could be used to indirectly reconstruct atmospheric CH4 and N2O concentrations, but
a number of proxy systems have been developed to reconstruct atmospheric CO2. These indirect CO2 proxies include the density of
leaf pores, or stomata in preserved terrestrial plants, boron isotope composition of planktonic foraminifera, and the carbon isotope
composition of alkenones and other organic compounds extracted frommarine sediment cores and of pedogenic (soil) carbonates.
Other indirect CO2 proxies have not been widely used for the Quaternary period, but they offer invaluable information through the
larger changes through deep geologic time.

Comparing direct and proxy GHG reconstructions with model simulations fundamentally requires independent and accurate
age information (Yun et al., 2023), which is always a challenge for the indirect proxies based on sedimentary archives. Moreover,
each approach to reconstruct GHGs at any given age may have its own specific biases and uncertainties, which are especially difficult
to estimate for indirect proxy reconstructions and numerical models. One thing that is clear is that ocean carbon chemistry and
cycling effectively control atmospheric CO2 on timescales from thousands to millions of years relevant to the Quaternary period.
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That is, the Quaternary is too short to allow for significant changes in the total carbon inventory of the climate system but climate-
carbon cycle feedbacks may have changed the partitioning of that carbon inventory between the ocean, atmosphere, and land
surface–a key theoretical mass balance constraint arising from carbon cycle modeling.
Ice core GHG reconstructions

The idea that air bubbles trapped in ice may directly record atmospheric GHG concentrations originated in the 1960s, at the same
time as direct air CO2 measurements first demonstrated that anthropogenic carbon emissions were accumulating as CO2 in the
atmosphere. However, early attempts by Swiss and French scientists to reconstruct CO2 from gas bubbles trapped in alpine glaciers
failed because these small bodies of ice collect too much extraneous mineral rock debris and reactive organic matter to preserve the
reactive composition of enclosed air bubbles. This led glaciologists to venture first to the summit of the Greenland ice sheet and then
to various places deep in the Antarctic interior in search of long, clean and continuous ice core samples to accurately reconstruct
atmospheric GHGs back through time–what would become one of the most significant successes in (paleo)climate science.
Particular recognition for that advance is due to the Greenland Ice Sheet Project (GISP, 1970s) led by Swiss, Danish and American
scientists, the Vostok station ice core drilling project led by Soviet/Russian and French scientists (1970s–90s), the European
Greenland Ice Core Project (GRIP, 1990s), and the European Project for Ice Coring in Antarctica (EPICA, 1990s–2000s).
From this body of work we now have a detailed, replicated and accurately dated record of atmospheric CO2, CH4 and N2O for
the last 800 thousand years (Fig. 4). The ongoing “Beyond EPICA” project (2020s) is seeking to extend the continuous ice core
record of GHGs to 1.5 million years or longer.

Beyond the 800 kyrs reach of the continuous ice core GHG records, older snapshots of ice with trapped air have been found
preserved in the Antarctic interior. These “blue ice” areas are stratigraphically disturbed from the continual flow of the ice cap, but
bring the advantage of being able to find older ice much closer to the surface. In the Allan Hills, in Antarctica CO2 measurements
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have been obtained from as old as 1.9 million years, more than twice the age of the oldest continuous ice core, and even examples of
chemically disturbed pre-Quaternary ice have been identified (Yan et al., 2019). Dating can be performed indirectly by the analysis
of meteorites within the ice, or directly via the 40Ar atmosphere geochronometer, which arises from the decay of crustal 40K to 40Ar
over time. The drawbacks of this method are that it is not precise enough to recover relative ages of the ice within a sample set, and it
is near impossible to fully know the proportion of glacial versus interglacial intervals recovered by a suite of samples. However, most
of the advantages of direct measurement of air trapped in clean ice remain, including the other measurements of the other trace
GHGs CH4 and N2O as well as other climate proxies.
Boron isotope CO2 proxy

The 5th element of the periodic table, boron, is a minor component of seawater (�4 ppm), where it has a long residence time, and
in the Quaternary can be considered more or less fixed in concentration. In sea water boron is found in two primary compounds:
boric acid (B(OH)3) and borate ion (B(OH)4

−) which undergo the following equilibrium reaction:

B OHð Þ3 + H2O , B OHð Þ −
4 + H+ (15a)

pH ¼ − logH+ ¼ pKB + log
B OHð Þ −

4

B OHð Þ3
(15b)

This equilibrium is pH dependent, as marked by the presence of free protons, H+ ions. At pH �8.2, the pH of our modern oceans,
boric acid makes up �75% of the oceanic boron, and borate ion �25%, and any increase in pH will be accompanied by the
conversion of boric acid to borate ion; and vice versa for a pH decrease.

Boron also has two stable isotopes, 10B (�20%) and 11B (�80%) and these fractionate in the above borate/boric acid
equilibrium reaction so that the boric acid is enriched in 11B and the borate ion enriched in 10B (heavier isotopes have an affinity
for molecules with stronger bonds). The fractionation factor aB corresponds to the ratio of the boric acid and the borate isotope
ratios (Eqs. 16a and 16b), which differ by about 2.72% corresponding to an isotope effect e of 27.2 %. Thus, when the relative
proportion of borate/boric acid varies (i.e., pH change), so must the isotope ratios of the two boron species (Eq. 16c).

aB ¼
11B OHð Þ3=10B OHð Þ3

11B OHð Þ −
4 =10B OHð Þ −

4

¼
11=10RB OHð Þ3
11=10RB OHð Þ−4

¼ 1:0272 ¼ 1 + e (16a)

d11B ¼
11=10Rsample
11=10Rreference

− 1 , d11BB OHð Þ−4 ’ d11BB OHð Þ3 + e (16b)

d11Bt � B OHð Þ3 + B OHð Þ −
4

� � ¼ d11BB OHð Þ−4
� � � B OHð Þ −

4 + d11BB OHð Þ−4 − e
� � � B OHð Þ3 (16c)

Borate ions are charged and tetragonal in shape, which is similar to the carbonate ion (CO3
2−) that forms the structure of marine

calcifiers (corals, crustaceans, and plankton groups). Thus the d11B of borate from water of a particular pH is preserved inside the
shells of these fauna and flora. One group in particular, the planktic foraminifera, provide an excellent record of d11B of borate in
ancient sea water, and that is because they are widespread, well preserved in cored marine sediments, and easy to identify. The d11B
of borate in foraminifera shells indicates the pH of the ocean water as reflected in the microenvironment around the individual
foraminifer (Rae, 2018; Hönisch et al., 2023):

pH ¼ pKB − log
d11BSW − d11BB OHð Þ−4

d11BSW − a � d11BB OHð Þ−4 − e

 !
(16d)

The unique power of the boron isotope pH proxy system for the reconstruction of atmospheric CO2 comes from its intimate link to
the seawater carbonate chemistry, effectively determining how much of the dissolved inorganic carbon (DIC) of the seawater is in
the form of aqueous CO2 that can exchange with the atmosphere (H2CO3

� in Eq. 17a). Critically, any reconstructed change in pH
(DpH) reflects an exponential change in aqueous CO2 (i.e., a proportional change in DlnCO2) if the timescale of the change is
short enough to limit significant changes in the ocean total carbon inventory (i.e., DlogHCO3

− is close to zero; Eq. 17b), which is
appropriate for Quaternary climate-carbon cycle variability and transitions, but not for longer (Myr) timescales. As such, when
combined with Eq. (9a), reconstructions of pH change (DpH) can directly yield precise estimates for past CO2 radiative climate
forcing (RCO2 in Eq. 17c; compare to Fig. 5d) and for the expected global mean temperature change (DGMT in Eq. 17d) on short to
medium time scales. Notably, the boron isotope proxy system offers robust constraints on DpH and DlogCO2, which need to be
further calibrated to yield absolute pH and CO2 (Hain et al., 2018).

pH ¼ pK2 + log
CO2 −

3

HCO −
3

¼ pK1 + log
HCO −

3

H2CO ∗
3

¼ pKW + log OH− (17a)
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represents a combination of temperature and global ice volume. (c) sea level proxy data showing glacial lowstands and interglacial highstands. (d) Orbital and GHG
forcing, total incoming radiative forcing from orbit (watts per meter squared, orange right axis), largely controlled by eccentricity is �5� smaller than the radiative
forcing exerted by CO2, which is a climate driver and feedback, shown in brown points (watts per meter squared, left axis). Obliquity (in degrees from perpendicular
to the solar plane) is shown on the second left axis. Note the split x-axis scaling at 500 kyrs.

10 Greenhouse gas effects on Quaternary climates
DpH ¼ D log HCO2−
3 − 2:3 � D ln CO2 + DpK0 + DpK1 � −2:3 � D ln CO2 (17b)

DRCO2 � −12:34
W
m2 � DpH (17c)

DGMTESS � ESS � DR ¼ 12:34 W
m2 � DpH

lECS + ldust + lice
(17d)

One important test case for the boron isotope proxy system is the direct comparison to atmospheric CO2 from ice cores (Section “Ice
core GHG reconstructions”). In this comparison boron isotope derived pH estimates correspond to logCO2 changes with a slope
that is near the theoretical prediction from changes driven by changing DIC (Fig. 5d; Hain et al., 2018; De La Vega et al., 2023). This
direct comparison provides confidence in the use of boron isotopes during the Quaternary as the theoretical relationship is shown
to be upheld by empirical data over the last 800 kyrs. Records of boron isotope based CO2 cover the entire Quaternary but at
different temporal resolution for the specific intervals are discussed in section “Carbon dioxide as a driver of Quaternary climate”.
Alkenone based proxies

The isotopic fractionation of carbon between dissolved inorganic carbon (DIC) and the long chain biomass of alkenone producers
is controlled by the CO2 concentration. In brief, as CO2 diffuses through the phytoplankton cell membrane the concentration of
CO2 inside the cell is proportional to the available aqueous CO2 in seawater. The carbon fixing enzyme RuBisCO preferentially
uptakes 12C when compared to 13C (or 14C), and as CO2 in the water and cell increase, this preference for the lighter isotope
becomes stronger and will be preserved in the organic alkenone molecules produced by haptophyte algae phytoplankton.
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esample
p ¼ ereferencef −

b
CO2

(18a)

CO2 ¼ b

ereferencef − esample
p

(18b)

However, this process is complicated by many factors, such as active transport of CO2 at low concentrations, phytoplankton growth
rate and cell size; these can be termed “b” as in the equation above. The active transport (or carbon concentrationmechanism, CCM)
in particular makes the interpretation of alkenone CO2 proxy data during the Quaternary difficult (Zhang et al., 2019), as CO2 is
thought to have remained belowmodern, and largely below pre-industrial levels throughout the period. However, alkenone records
are relatively easy to generate, and in the right sites and with the right auxiliary data provide a useful constraint on past CO2.
Other archives

Pedogenic carbonates
Carbonate deposits in soil normally originate from dissolved CO2 in the soil/ground water. In arid environments this
CO2 concentration is likely to be in near equilibrium with the atmosphere, at least where respiration from plant roots and fauna
are minimal. However, estimates of the depth of precipitation, temperature, and respiration levels are required as well as the d13C of
CO2 in the atmosphere. Some other problems arise aside from the usual problems of dating in terrestrial deposits, that is that the
formation of these carbonates may take many hundreds or thousands of years, smoothing out climate signals. Thus they are largely
unsuited to the creation of high resolution or orbitally resolved Quaternary records.
Stomatal density
Despite the importance placed on CO2 in regulating climate, its low overall concentration in the atmosphere renders it difficult to be
utilized by terrestrial plant life. CO2 is able to enter a plant’s leaves through holes or pores called stomata. During photosynthesis,
plants convert CO2 into oxygen and carbohydrates, using water or other electron donors and energy, which for photosynthesis
originates from collected sunlight.

CO2 + H2O + energy ) CH2O + O2 (19)

To increase the availability of CO2 for this reaction, plants increase the density of stomata they have in relation to the partial pressure
of CO2 in the atmosphere. However, given that increasing the stomata to leaf surface area ratio also increases the rates of water loss
by transpiration from the leaf, water availability/stress are also important factors to consider. The drought effect can be accounted
for by applying a species-specific stomatal index (SI), which typically uses the epidermal cell density to account for drought stress.

In general stomata proxies are hampered in the geological record by the requirement for samples of a known age and species/
genus which are well enough preserved to provide reliable stomata counts. There are also requirements for some knowledge of water
stress and sample altitude which further limits their applicability.
Land plant derived carbon isotopes
Alongside stomatal frequencies another plant based CO2 proxy is the quantification of leaf gas exchange, which can be estimated by
the fossilized d13C of C3 plants. As all plants preferentially uptake the light carbon isotope 12C relative to the heavier 13C, the ratio of
these isotopes in comparison to their ratio in the background atmosphere can be related to the concentration of CO2 gas in the
atmosphere. This relationship is also dependent on a number of other parameters, including: mean annual precipitation, plant
functional type, and the d13C of the atmosphere. Given the many uncertainties we do not include these proxy types further with the
exception of one record.

In theory, the d13C of fatty acids in land plant ecosystems can respond to atmospheric CO2 via the competition between C3 and
C4 plants. Briefly, C4 plants are better suited to low CO2 environments and show less fractionation in their carbon isotopes
relative to their C3 counterparts. This relationship can be exploited in regions which contain examples of both pathways, but is
complicated by additional factors such as water availability and air temperature. C3 plants fix carbon with the aid of the RuBisCO
enzyme, from O2 uptake and respiration of CO2 from the leaves. Under low CO2 regimes, C3 plants photosynthesize less and
respire more, yielding a differential energy deficit under low CO2. C4 plants however, convert carbon into diacid molecules prior to
carbon fixation, which reduces the oxygen incorporation and augments the efficiency of carbon fixation, providing an advantage
under low CO2 concentrations. There is currently one record of biomarker d13C from the Bay of Bengal that has been used for
CO2 reconstruction extending back to�1.5 million years before present (Yamamoto et al., 2022). That record overlaps and strongly
correlates with ice core-derived CO2, but prior to 800 kyrs the d13C tends to sit lower than other CO2 proxies (including
discontinuous ice samples), indicating there may be a calibration shift or regime change over the Mid-Pleistocene Transition or
that other proxy groups are tending to overestimate CO2 in the Early Pleistocene.
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Modeling CO2

There are two conceptually distinct ways in which models can be used to estimate past GHG changes: either using a carbon cycle
model in conjunction with paleoceanographic reconstructions to project how much GHG might change, or use of a coupled
climate-carbon cycle Earth System Model that includes all relevant internal feedbacks in conjunction with external forcing from
Earth’s orbit, ice sheet dynamics and geologic boundary conditions. That is, models can be used as a tool for the synthesis of diverse
empirical reconstructions or as a tool to simulate our current understanding of what should have happened through the Quaternary
(e.g., Yun et al., 2023) and the geologic past, or what may happen in the future.

Because it was evident from the ice core GHG reconstructions available since the 1980s that atmospheric CO2 radiative forcing
was the dominant GHG forcing over recent ice age climate cycles (See section “Ice core GHG reconstructions”; Fig. 4) more effort
was invested into the modeling of past CO2 changes than for the other GHGs.

One of the cornerstone questions in Earth System science is to “explain” why atmospheric CO2 was lower during ice ages, as
demonstrated by empirical evidence. What we seek is a quantitative attribution of the observed changes to distinct mechanistic
explanations. The goal of this line of research is to identify which processes, dynamics and feedbacks were important in shaping the
true history of Earth. As an example, non-GHG proxy records related to ocean circulation and the operation of the ocean’s biological
pump can be assimilated to project CO2 changes in reasonably good agreement with empirical GHG reconstructions during the
Mid Pleistocene, with the conclusion that the importance of dust-borne iron fertilization of the Southern Ocean as well as the
Earth System sensitivity of climate to CO2 radiative forcing both increased during this time of climate change (Chalk et al., 2017).

A second core question in Earth System science is to “explain” why Earth’s climate changes through time, as demonstrated by
empirical evidence. This question is of course directly related to the natural regulation of CO2 in past atmospheres, but it is broader
in the sense that it also addresses model projections of future climate and carbon cycle changes. The goal of this line of research is to
identify a causal relationship in the coupled climate-carbon cycle system that can be used to project past or future climate and
CO2 change. As an example, slight but regular changes in the distribution of sunlight Earth receives each year caused by subtle
changes in Earth’s orbit around sun can account for much of the Quaternary climate record through a strong effect of orbit on ice
sheets (Milankovitch, 1930) and subsequent indirect ice sheet effects on atmospheric CO2 (Fig. 3).
Carbon dioxide as a driver of Quaternary climate

Geologic evidence for recurring cycles of climate change in the Quaternary period was first discovered in the 19th century, and
scientific progress over the last two centuries has produced detailed reconstructions of periodic changes between cold “glacial”
climate stages characterized by large ice sheets that covered parts of North America and Eurasia leading to lowered sea levels, and
warm “interglacial” climate stages when northern ice sheets largely disappeared and sea levels were higher (Fig. 5). Over the last
10 thousand years Earth has been experiencing the Holocene period of interglacial conditions, and the Last Glacial Maximum
(LGM) occurred as recently as 20 thousand years ago. These cycles of northern hemisphere glaciation (NHG) and glacial retreat
intensified about 2.7 million years ago (intensification of NHG; iNHG) and the periodicity and severity of glacial/interglacial
(G/IG) cycles increased again �1 million years ago during the Mid Pleistocene Transition (MPT). The respective acronyms are in
common use in Quaternary science.

Climate science has produced two contrasting frameworks to explain Quaternary climate change. One line of thought suggests
external physical forcing causes a physical response in the climate system that yields the glacial/interglacial (G/IG) cycles. This
category includes the Milankovitch theory that subtle periodic changes in Earth orbit influenced northern ice sheet advance and
retreat (Milankovitch, 1930), which successfully predicts the 40-kyr periodicity found in Quaternary climate archives (Hays et al.,
1976), as well as a number of tectonic, glaciologic or sea level-related hypotheses relevant to the iNHG and MPT. The other line of
thought suggests that climate forcing from atmospheric CO2 and other GHGs are responsible for much of the reconstructed
Quaternary climate change, including a role in both iNHG and MPT (Lunt et al., 2008; Chalk et al., 2017). That is, Quaternary
climate can be understood as the consequence of distinct physical forcings and mechanisms, or as the consequence of changes in
atmospheric greenhouse gas levels related to global biogeochemical cycles (Yun et al., 2023). Quaternary climate science pursues
the goal to reconcile these perspectives and thereby generate understanding of climate/carbon cycle feedbacks that are in play with
ongoing anthropogenic Earth System change.
Northern Hemisphere glaciation

Extensive Northern Hemisphere Glaciation represents the culmination of a long-term Cenozoic cooling trend, and the start of the
Quaternary period. Around 2.7 Ma ago (Ma, short for Myrs ago) glaciation of Greenland, North America, and Eurasia intensified
leading to the 2.58 Ma transition from the Pliocene epoch of the Neogene period to the Pleistocene epoch of the Quaternary period
(McClymont et al., 2023; Fig. 5). That is, the intensification of northern hemisphere glaciation (iNHG) yields the defining feature of
the Pleistocene: substantial and regular bipolar glaciation. It is marked by an average of 1.5 % increase in the oxygen isotope ratio of
benthic foraminifera (Ahn et al., 2017), a global sea surface temperature decline of�3 �C (Herbert et al., 2010) and the appearance
of ice rafted debris in the North Atlantic and Pacific, commencing at �2.5 Ma and �2.7 Ma respectively. These dates are supported
by the radiometric dating of till deposits on the North American continent (e.g., Balco and Rovey, 2010).
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Theories for the iNHG broadly fall into two camps: Physical theories involving tectonic forcing causing a direct response of
climate and/or ocean circulation, versus the crossing of a CO2 climate threshold. During this interval uplift was occurring in both the
Rocky Mountains and the Himalaya (although the majority of this uplift occurred during the Miocene), which have knock on effects
for atmospheric circulation and increase the potential for chemical and physical weathering (Raymo and Ruddiman, 1992). Also
during the Pliocene the shoaling of the Greenland Iceland Scotland Ridge and the closing of the isthmus of Panama have knock-on
implications for the Atlantic meridional overturning circulation (AMOC) initiating or reinforcing the role it plays in ventilating the
modern deep ocean (e.g., Haug and Tiedemann, 1998).

The contrasting theories suggest that the iNHG was caused by the radiative forcing from a reduction in atmospheric CO2. More
specifically, a long term declining trend in CO2 since the Miocene may have reached a critical threshold in the climate system that
allowed for bipolar glaciation and associated climate system feedbacks (Raymo and Ruddiman, 1992). More recently proxy
evidence has been interpreted as a relatively abrupt reduction in atmospheric CO2 aligned with the iNHG (Martínez-Botí et al.,
2015; Bai et al., 2015). None of the currently available CO2 proxy records for this interval are orbitally resolved, and thus the precise
relationship of CO2 to iNHG is unclear. The existing data (Lunt et al., 2008; Martínez-Botí et al., 2015) implies a decrease below
280 ppmCO2 for the first time at�2.7 Ma, which is a trigger point identified by several modeling studies. As such it seems plausible
that tectonic forcing brought Earth to a threshold that resulted in coupled climate/carbon cycle feedbacks, thereby reconciling the
contrasting physical and CO2 centered hypotheses of the iNHG.
Mid-Pleistocene Transition

The Mid-Pleistocene Transition (MPT, �800–1200 thousand years ago) marks a change in the Earth’s orbitally paced ice age cycles,
as they become longer, deeper (with colder maxima), and distinctly asymmetrical (saw-tooth shaped) from the broadly symmetrical
cycles of the rest of the Pleistocene/Quaternary. The drivers behind and the feedbacks within this transition are not fully established,
but the key orbital variability of Earth did not change (Imbrie et al., 1993). As with the iNHG, theories for the cause of the MPT are
broadly defined by physical and CO2-related arguments, with various degrees of intercompatibility between them.

The most prominent incumbent theory for the MPT involves the gradual removal of slippery regolith substrate during the early
Quaternary, so as to expose the rigid cratonic bedrock which remains exposed today across the old footprint of the Laurentide ice
sheet of North America, Fenoscandian ice sheet of Eurasia and other repeatedly glaciated areas. This theory invokes taller and more
stable ice sheets appearing when basal friction increases due to progressive regolith (the soft sediment) removal, including the
elevation/temperature feedback to stabilizing taller ice sheets (Clark and Pollard, 1998) but excluding any role for CO2 or other
GHG changes. Building further onto this argument, the lowering of sea level from larger northern hemisphere ice sheets could have
allowed Antarctic ice sheets to expand onto the then exposed Antarctic shelf to produce a greater combined ice mass (Raymo and
Huybers, 2008). These theories are supported by physical evidence of large-footprint Early Pleistocene ice sheets, even when
compared to the Late Pleistocene (Balco and Rovey, 2010) alongside chemical evidence of lower total ice volumes prior to the MPT
(Ahn et al., 2017). As such, the regolith removal hypothesis suggests a purely physical change that mediated the response of
northern and subsequently southern ice sheets to stable cycles of orbital variability.

Recently proxy based reconstructions of atmospheric CO2 have yielded evidence that GHG forcing also played a role in the MPT.
High resolution CO2 records from boron isotopes show a marked decline in CO2 of glacial maxima over the transition, but no
significant change in interglacial CO2 (Chalk et al., 2017). These data implicate an ocean driven storage mechanism for additional
glacial-stage CO2 drawdown following the MPT, implicating a MPT strengthening in the dust-borne iron fertilization climate/
carbon cycle feedback (Fig. 3; Martínez-Garcia et al., 2011). Less direct reconstruction of CO2 by biomarker carbon isotopes argues
for the opposite, that interglacial CO2 increased over the MPT while glacials remained approximately consistent (Yamamoto et al.,
2022). Blue ice measurements suggest an overall CO2 decline, though the proportion of glacial-interglacial cycles captured is
debatable in these snapshot archives (Yan et al., 2019).
Climate-CO2 coupling of the Late Pleistocene

The continuous ice core GHG records of the last 800 kyr (See section “Ice core GHG reconstructions”) reveal a stable relationship
between global climate and atmospheric GHGs (Siegenthaler et al., 2005), where the implied GHG radiative forcing (>2 W/m2) is
sufficient to explain roughly half of the reconstructed GMT change over eight glacial/interglacial climate cycles. That is, since the
MPT climate cycles stopped following the 40-kyr periodicity of orbital obliquity insolation forcing (Imbrie et al., 1992) and instead
took on a distinct saw-tooth shape with an average period of about 100-kyr (Imbrie et al., 1993)–a new climate swing and rhythm
that we now know perfectly matches radiative forcing from CO2 and the other GHGs (Fig. 4). As such, if we accept GHG forcing as
the proximal cause for late Pleistocene glacial/interglacial cycles the scientific problem shifts from explaining past climate change to
explaining on a mechanistic level why CO2 was lower during glacial periods; the “ice age CO2 problem”.

Temperature change, ice sheet mass, sea level change and GHG radiative forcing are all highly correlated throughout the late
Pleistocene (Figs. 4 and 5), yielding two opposing views of the role of GHG: either ice age climate conditions are the result of
physical climate changes that are amplified by positive carbon cycle feedbacks, or climate change forced by the carbon cycle is
amplified by the positive ice/albedo feedbacks. Known carbon cycle responses to climate include both positive feedbacks such as
temperature-dependence of CO2 solubility in seawater or respiration rates of marine biomass, as well as negative feedbacks such
as reduction in land carbon storage in a colder and drier climate or the reduction in ocean mass with expanding ice sheets.



14 Greenhouse gas effects on Quaternary climates
However, available reconstructions of these feedbacks taken together fail to appreciably change atmospheric CO2 (Hain and
Sigman, 2024). For this reason, current hypotheses for glacial-stage CO2 reductions are centered on changes in the ocean biological
carbon storage driven by changes in deep water formation, deep ocean overturning circulation and CO2 exchange between the polar
ocean surface and the atmosphere, with the Southern Ocean at the nexus (Sigman et al., 2010). For example, more complete
consumption of available nutrients by phytoplankton in the Southern Ocean surface would sequester additional carbon into
the deep ocean, or an expansion of sea ice cover might prevent previously sequestered CO2 from venting to the atmosphere
(Stephens and Keeling, 2000). While there is expanding evidence that Southern Ocean nutrient consumption did increase during
glacial stages (Sigman et al., 2021) and that deep ocean overturning did slow-down (Rafter et al., 2022), ocean general circulation
models do not produce the prerequisite changes when forced with glacial climate conditions. Instead, these models tend to favor a
glacial speeding-up of deep ocean overturning with sea ice expansion acting to reduce atmospheric CO2. Either way, there is broad
consensus that the polar ocean is critical to the regulation of late Pleistocene atmospheric CO2.

Important additional constraints come from the timing of the relatively abrupt glacial termination following peak ice age
conditions, which aligns with rising orbital obliquity (Huybers and Wunsch, 2005) but may require the presence of large unstable
ice-sheets so that only every second or third obliquity cycle leads to glacial termination (Tzedakis et al., 2017). Further, deglacial
CO2 release was synchronous with warming during the termination of the last ice age cycle (Shakun et al., 2012), whereas the
disintegration of the northern ice sheets and the attendant sea level rise lagged by millennia. As such, there is reason to believe that
the modest orbital forcing of climate, ocean circulation and biological ocean carbon storage resulted in atmospheric CO2 changes
that principally caused the late Pleistocene climate cycles of gradual ice sheet growth followed by abrupt glacial termination.
The physical trigger mechanism for abrupt ocean CO2 release during glacial terminations is a key area of ongoing research.
Summary statement

We choose to highlight the contrast between purely physical mechanisms proposed to explain Quaternary climate change to those
that involve the global carbon cycle and radiative climate forcing by changing atmospheric greenhouse gas concentrations (GHGs),
not because we think of these perspectives as being in contrast but because they need to be aligned in order to unlock the potential
of Quaternary climate science to inform our predictions of future climates and carbon cycles.

Orbital-timescale variability in Southern Ocean conditions are central to explaining observed GHG and climate variability of the
late Pleistocene, and they are implicated as key drivers of both the iNHG that gave rise to the Quaternary period of bipolar glaciation
as well as the MPT mode-change of glacial/interglacial climate cycles. As direct reconstructions of GHGs expand back in time to
cover all of the Quaternary—and hopefully beyond—we have an opportunity to calibrate indirect methods to reconstruct climate/
carbon cycle coupling even further back in time. This paleo work will provide new and novel challenges to the models we rely on to
understand the carbon cycle and climate of today and the future.
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